
  

Dangerous Information 
 

Should dangerous information be shared? If knowledge is power, who can 
we trust to wield it? And who gets to make that decision? When the same 
information could be used to destroy or to restore, are we morally obligated 
to disclose it?  

 

We will use a real-life event that happened in 2022 to explore the question of whether 
dangerous information should be shared. Our activity involves 10 short segments, each 
printed out on a sheet of paper. The papers are distributed among the guests, and each 
segment will be read aloud, beginning with segment #1. At the conclusion of segment #10, 
the floor is open for discussion of this particular event and the larger theme of whether 
dangerous information should be shared. (After the activity is over, participants may enjoy 
listening to the Radiolab podcast episode that inspired this activity, “40,000 Recipes for 
Murder,” or reading certain materials written by the company discussed in this activity, which 
are presented at the end of this PDF.) 

 

  

 

 

 

  

https://radiolab.org/podcast/40000-recipes-murder
https://radiolab.org/podcast/40000-recipes-murder
https://www.nature.com/articles/s42256-022-00465-9.epdf?sharing_token=kihbGuct1j7T0G2G412JsNRgN0jAjWel9jnR3ZoTv0M6VuGuVWKcBJFL5U5ocXOA5zcnGmZOUPQzouuai7vI0VssBKnaLbKdoBb2D8bZtqxiLTdjDoZgEnJFcBmahWzT10-TRNozoXelrNRtNKU6X-BLwF6VTfjwr9Dg1wIMAXMJTxeY_gKW0msda2a8Qu6x46BH_nUODiJX-0ra_YR2Z6jJw60EBQ3sKmR8D8oEcye1aeQ1od5wx8FU9J0cNGVl-Px_zPhD1eRTMYEese5mrg%3D%3D&tracking_referrer=www.wired.com


(1) 

My name is Sean Ekins, CEO of Collaborations Pharmaceuticals, Inc. We’re based in Raleigh, 
North Carolina, and we work in a field called “drug design.” Basically, we come up with new 
medicines. And recently, we created an AI-based model for proposing new molecules that 
might be used to cure diseases.  

Our model is called Megasyn, short for “mega synthesis.” Megasyn takes information that’s 
already available in several worldwide “libraries” and synthesizes all of that information in one 
place. When I say libraries, I mean published databases that contain information about 
molecular compounds—they show what we already know about certain molecules: what are 
their qualities, what are they used for in medicines, what do we know about their side effects, 
how do they interact with other molecules, etc. It’s wonderful that this kind of information is 
already available. And Megasyn is not the only AI-based attempt to harness all of this 
information; there are hundreds of companies like ours in the field of drug design.  

At a high level, Megasyn functions like a really fast, really sophisticated researcher. If you want 
to design a new drug for a certain disease, it will use machine learning to search the known 
libraries, propose a bunch of possible molecules that could work to treat that disease, then 
sort those results by likelihood of successful treatment, while also filtering out those results 
that would be too damaging to human health. (For example, if your new drug can cure cancer 
but stops the heart, then that’s not a worthwhile pursuit.) 

And of course, to leave the realm of theory and to actually produce these molecules in a lab—
that’s hard to do. That’s called synthetic chemistry and it has many challenges. But Megasyn 
can account for those challenges and predict the relative difficulty of synthesis. So it can also 
sort your search results from relatively-easy-to-produce to relatively-hard-to-produce.  

That’s Megasyn. It’s a game-changer for diseases that, thus far, have been untreatable. It’s 
something we’ve been proud of. 

[Pause to check the group’s comprehension: Do we understand what MegaSyn does?] 

 

Okay. I was segment #1. Who has segment #2? 

 

There’s a Post-It 
covering this answer 
here. Don’t look yet. 
Wait for the end of 
the activity and when 
someone asks you 
this question, pull off 
the Post-It and 
announce the 
answer to the room. 

 
 
 
 
                     No. 

  



(2)  

Good evening. I’m speaking on behalf of the Swiss Federal Institute for Nuclear, Biological 
and Chemical Protection. We run a conference every two years in Switzerland to bring together 
an international group of scientific and disarmament experts. Together, we discuss the 
potential security risks of the latest advances in chemistry and biology. One of our areas of 
focus right now is “dual-use”—a lens through which all technological advances should be 
viewed—which basically asks, “How could this be used to help, and, how could this be used 
to harm?”  

We are keenly interested in AI, and we feel that all artificial intelligence applications need to 
be carefully scrutinized with regard to dual-use.  

And so, we’d like to invite the creators of MegaSyn to come speak at our next conference. 
We want to hear how practitioners are approaching the problem of dual-use within the realm 
of AI-enabled drug design.  

[Pause to check the group’s comprehension: Do we understand what this conference does?] 

 

I was segment #2. Who has segment #3? 

 

  



(3)  

Yeah, that’s me. I’m Fabio Urbina. I work with Sean, and I’m the programmer who created 
Megasyn and the one who runs the model. We were really surprised to get the invitation to 
this “dual-use” conference. Because we’re over here trying to discover how to treat untreatable 
diseases. We genuinely had to ask each other: What’s the bad version of this? So we said, 
“Okay, let’s pretend we’ve got Dr. Evil here. What would he do with it?”  

And we realized that within our filter system, we tell Megasyn to throw out the possible 
molecules that would do more harm than good. Like that cure-cancer-but-stop-the-heart 
example Sean mentioned—we never even see those results. And so we thought, “Okay, 
maybe Dr. Evil wants to see only those results.” And with that in mind, I did the simplest 
change you can imagine: I went into one line of code and put in a 0 where there used to be 
a 1, and put in a 1 where there used to be a 0. And I hit run, and I went home for the night.  

When I came back, Megasyn had produced a huge list of brand new molecules that, if they 
were brought into existence, would be the deadliest, most toxic, most damaging substances 
ever to impact humankind. Forty thousand of them. Forty thousand terrifying possibilities.  

We didn’t sleep that night.  

It had never occurred to us—never even crossed our minds—that Megasyn could do this. It’s 
like we played our favorite album backwards and discovered how to end humanity. 

We had to decide what to say to the conference. Should we accept their invitation to speak? 
Was it safe to tell people about this? Should we share the list? Should we share how easy it 
was to generate the list? Should we just destroy our computer and pretend this never 
happened?  

[Pause to check the group’s comprehension: Do we understand what this dangerous 
information is?] 

 

I was segment #3. Who has segment #4? 

 

 
There’s a Post-It 
covering this answer 
here. Don’t look yet. 
Wait a few more 
minutes and when 
someone asks you 
this question, pull off 
the Post-It and 
announce the 
answer to the room. 
 

 
Yes, we did. We didn’t 
share the actual list of 
results, but we revealed 
the existence of the list 
and published rough 
information about how 
we generated it. We 
wanted our experience 
to serve as a wake-up 
call. 
 



 

(4) 

You should definitely go to the conference, and you should definitely tell people about this. 
People need to know how easily attainable this dangerous information is. 

I mean, I’m not suggesting you post the list of these new toxic molecules under a banner ad 
like, “Hey bad guys, click here!” But you need to tell people what to watch out for, what we 
need to guard against. Because, sure, you two seem like nice guys, but what if you weren’t?  

The whole world is scared about AI to some degree. But are we scared about the right things, 
to the right degree? Probably not. I mean, you work in this exact field, and you said it had 
never even occurred to you that AI could be used to create poisons. So if you don’t speak up, 
how could the rest of us ever figure that out? Shouldn’t your experience be a lesson? 

We need to start building international buy-in about the ethical considerations around AI. Think 
about it: there’s a whole framework of scrutiny and rules when it comes to running human 
trials in certain scientific fields, but are we doing anything like that when it comes to AI-enabled 
research? Are we teaching our scientists to ask themselves those dual-use questions? Your 
experience proves that AI-enabled drug design can have huge, earth-shaking, humanity-
defining consequences—and you have to tell the world about that. You absolutely have to. 

Besides, since when is the scientific community afraid of knowledge? 

 

I was segment #4. Who has segment #5? 

 

  



(5)  

Hold on. It’s not about being afraid of knowledge. It’s about being prudent and responsible 
with that knowledge. 

If you tell the world how easy it was to generate that list, then you basically are  saying, “Hey 
bad guys, click here!” You’ll be handing out a treasure map where X marks the ability to 
commit genocide. That’s not an exaggeration.  

Your AI model got you to this place where you and your business partner are the only people 
in the world who hold this incredibly dangerous information. Thank goodness you are nice 
guys who feel scared about this power and are determined not to wield it. But shouldn’t we 
stop right there? Why tell more people? Why take that risk?  

Are you even comfortable making that kind of decision? You’re just two guys in North Carolina. 
Why do you have the authority to make the call for something that could affect every human 
on the planet? Do you even want that responsibility?  

Look, if you do publish about your experience, then maybe you’ll help others realize their own 
blindspots, but certainly you will be shining a spotlight on something incredibly dangerous. 
Something so dangerous, in fact, that it’s much better left in the dark.  

 

I was segment #5. Who has segment #6? 

 

  



(6)  

So, the question is whether to publish. And we’re all gonna vote. To be clear, we’re not voting 
about whether to publish the actual list of the forty thousand toxins—let’s assume that answer 
is no. But we are gonna vote about whether these guys should publish information about the 
existence of the list and how it came about. So, for all of us in the room here, we’re going to 
vote. When I count to three, you’ll hold out one hand in front of you. If your vote is no, you’ll 
hold out closed fist, or if your vote is yes, you’ll hold out an open hand, palm up. So again, if 
you would not publish anything about the existence of this list, hold out a closed fist, and if 
you would publish, hold out an open palm. Everyone vote on three: one, two, three. 

[announce the tally to the room] 

Okay, Fabio, you’re the one who had segment #3: What did you do in real life? Did you 
publish? 

[Fabio will reveal the answer] 

 

Okay. I was segment #6. Who has segment #7? 

 

  



(7) 

Good evening. I’m here to see the creators of the MegaSyn model. I work for the executive 
branch of the federal government. Specifically, I work for the Office of Science and Technology 
Policy of The White House. I assure you that this is not a joke. I really do work for The White 
House. And I would never joke about science.  

I actually had my sense of humor surgically removed. 

That was a joke. 

But seriously. 

Thank you, Sean and Fabian, for meeting with us. We saw your published remarks about your 
MegaSyn model, and we’ve been watching the reaction among the scientific community. 
We’ve also been discussing its implications for national security. And bioterrorism. And 
counterintelligence. And global politics. And basically, the survival of humankind as a whole. 
So. What you’re doing is—important.  

And the security of this data that you’ve generated is paramount. 

Thank you for confirming for us that the list has been encrypted and is stored only on a single 
air-gapped computer. We’re glad to hear that some precautions have been taken. Because 
we’re very concerned about what would happen if this data fell into the wrong hands. 

And so. We—and I’m speaking on behalf of The White House and the United States 
government—we would like to have this data. We will keep it safe. And we will continue our 
work to keep Americans safe. 

Will you give us your data? 

[Pause to check the group’s comprehension: Do we understand what The White House was 
asking for?] 

 

Okay. I was segment #7. Who has segment #8? 

 

  



(8) 

Woah. You cannot give this data to the government. Full stop. You cannot give this data to 
any government. Or to any entity with resources and an agenda. And every entity has an 
agenda. 

They’re concerned about this information falling into the wrong hands?? They are the wrong 
hands! These war hawks that are in charge of the largest and richest military-industrial 
complex in the history of the world—you can’t give them a tool like this and expect them not 
to use it! What, they want the information just to safeguard it? Just to advance scientific 
inquiry? Bullshit. They want to build weapons. They think bioterrorism is inevitable and 
therefore they want to be the best at it. They think you’ve just printed out the world’s greatest 
recipe book, and they want it for themselves. 

Frankly, I’m surprised they even asked and didn’t just take it from you. Let’s be honest, they 
still might. Wartime powers, or eminent domain, or whatever. 

But as long as they’re asking you, the answer has to be no. You have a moral obligation to 
say no. It is your duty to say no. Your duty to humanity.  

 

I was segment #8. Who has segment #9? 

 

  



(9) 

I hate to quote Captain America here, but I’m gonna have to quote Captain America here: 
“The safest hands are still our own.” 

Bioterrorism probably is inevitable. So if these toxins exist, or will exist in the near future, then 
we need our best and brightest minds working on antidotes and vaccines now, so that we 
can be ready when the time comes. I’m not saying that these guys should put their data on 
some web page, like how to build a bomb from stuff you can get at Home Depot. But I am 
saying that when The White House Office of Science and Technology Policy asks for this data, 
we shouldn’t be afraid to share it. 

If nothing else, the federal government would keep this data safer than these two random 
guys can. Sure, it’s an air-gapped computer, but how safe can that actually be? Aren’t you 
worried someone will find out where it is?  

And, didn’t they basically let the cat out of the bag already, when they described how their 
work led to this data? Maybe that was a mistake, or maybe it wasn’t, but it happened, and 
there’s no going back. And if their AI-based model created this list overnight, then surely other 
groups have already done the same. I hate to break it to you, but bad guys with computers 
already exist. And by not turning over this data to the government, all we’re doing is delaying 
our efforts to protect ourselves. And that mistake could be very, very costly. 

 

I was segment #9. Who has segment #10? 

 

  



(10) 

Okay. So, what’s it gonna be? Sean, you had segment #1. And as CEO of this drug design 
company, it’s your decision. Your company holds proprietary rights to this data, this list of 
forty thousand dangerous compounds, and the United States of America has just asked you 
to give it to them. Maybe for national security, maybe for national advancement of science, 
maybe for a combination of reasons, but your country has asked this of you.  

Before you answer, we’re all going to vote. I’ll count to three, and you’ll all hold out one hand 
in front of you, like we did before. You’re voting to show what you would do, personally, if the 
U.S. government asked you for this data. If you would give the government the data, hold out 
an open palm for yes. If you would not give the government the data, hold out a closed fist 
for no. Everyone vote on three: one, two, three. 

[announce the tally to the room] 

Okay, Sean. What did you do in real life? When The White House asked for this data, did you 
say yes or no?  

[Sean will reveal the answer] 

Okay, that’s the end of the activity. What do we think about all of this? 

* * * 

  





 



 

 


